Theoretical background and experimental measurements of human brain noise intensity in perception of ambiguous images
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A B S T R A C T

We propose a theoretical approach associated with an experimental technique to quantitatively characterize cognitive brain activity in the perception of ambiguous images. Based on the developed theoretical background and the obtained experimental data, we introduce the concept of effective noise intensity characterizing cognitive brain activity and propose the experimental technique for its measurement. The developed theory, using the methods of statistical physics, provides a solid experimentally approved basis for further understanding of brain functionality. The rather simple way to measure the proposed quantitative characteristic of the brain activity related to the interpretation of ambiguous images will hopefully become a powerful tool for physicists, physiologists and medics. Our theoretical and experimental findings are in excellent agreement with each other.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

The brain is one of the most sophisticated and enigmatic objects of comprehensive study attracting the burning interest of a broad scientific community [1–9]. Due to its immense importance and complexity, the brain research requires the combined efforts of scientists from diverse areas, including psychology, neurophysiology, medicine, physics, mathematics, and nonlinear dynamics. The multidisciplinary approach providing insight into the mysteries of the brain and a deeper understanding of mechanisms underlying its dynamics, opens promising opportunities for humanity with applications in medicine and neurotechnology in the nearest future.

The perception of ambiguous images [10,11] is just one very exciting task among an enormous number of open problems which appeared during recent intensive brain studies. Visual perception was often studied through perceptual alternations while observing ambiguous images [12–16], although perceptual alternations were also described for other modalities [17–19]. In addition, this phenomenon is tightly connected with the problem of categorical perception [20] (including non-human primates [21,22]). Even though the underlying mechanism of image recognition is not yet well understood, the metastable visual perception is known to involve a distributed network of occipital, parietal and frontal cortical areas [23,24]. The generally accepted concept that throws light on this phenomenon includes noise [25–28] inherent to neural brain cells activity originated from random neuron spikes [29].

Internal brain noise seems to play a crucial role in brain dynamics related to the perception activity [25–27] and other brain functions [30–33]. Different manifestations of stochastic processes in the brain, including the perception of ambiguous images, were extensively studied in terms of simple stochastic processes like the Wiener process [34–37] from the viewpoint of statistical properties [26,28,38,39]. The development of methods for quantitative measurement of the brain’s stochastic properties can open up plenty of new opportunities for the study of the brain functionality and a diagnosis of brain pathologies. In the present work, we develop the quantitative theory and propose the experimental technique for measuring brain noise intensity related to the perception of ambiguous images. We carry out psychological experiments which confirm our theoretical findings and proposed methodological approach.
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2. Experimental study description

The experimental studies were performed in accordance with the ethical standards [40] and approved by the local research ethics committee of Saratov State Technical University. Twenty healthy subjects from a group of unpaid volunteers, male and female, between the ages of 20 and 45 with a normal or corrected-to-normal visual acuity participated in the experiments. All persons have provided informed consent before participating in the experiment. As an ambiguous image, we used the Necker cube [41]. The contrast of the three middle lines centered in the left middle corner, \( I \in [0, 1] \), was used as a control parameter. The values \( I = 1 \) and \( I = 0 \) correspond, respectively, to 0 (black) and 255 (white) pixels’ luminance of the middle lines, using the 8-bit grayscale palette for visual stimulus presentation. Therefore, we can define contrast parameter as \( I = y/255 \) where \( y \) is the brightness level of the middle lines in used 8-bit grayscale palette. The contrast of the three middle lines centered in the right middle corner was set to \((1-I)\), and the contrast of the six visible outer cube edges was fixed to 1.

During the experiment \( N = 16 \) Necker cube images with different wireframe contrasts, i.e. with different values of the control parameter \( I \) (Fig. 1), were repeatedly presented to a person in a random sequence: each cube drawn by black lines was placed in the middle of a computer screen on a white background. All participants were well aware about the two possible orientations of the Necker cube, and both orientations were seen by all of them. All participants were instructed to press either the left or the right key on the control panel according to their first visual impression (left-oriented cube (Fig. 1(a) or right-oriented cube (Fig. 1(c))). Both the image presentation and the recording of personal responses were accomplished with the help of Electroencephalograph-recorder Encephalan-EEGR-19/26 (Medicom MTD). To demonstrate the grayscale stimulus we used a 24” BenQ LCD monitor with the spatial resolution 1920 × 1080 pixels and refresh rate of 60 Hz. The subject was located at a distance of 70–80 cm from the monitor with visual angle approximately equal to 0.25 rad. The overall observation time of each experiment was 32 min, each Necker cube with the fixed control parameter \( I \) (\( j = 1, \ldots, N \)) being shown randomly \( K = 47 \) times. In other words, during one experiment \( M = N \times K = 752 \) stimuli were presented to the observer. The schematic representation of the experiment paradigm is given in Fig. 2.

The choice of the durations of stimuli presentations, \( \tau_i \), as well as lengths of intervals between stimuli, \( s_i \) (see Fig. 2), plays the important role. Since the stimuli are presented to the observer intermittently, the effect of the stabilization of visual perception can take place [42]. The underlying mechanism of this stabilization effect is not clear yet (although there are known some model-based approaches, see, e.g. [43]), but obviously, that this effect consisting in persisting the visual perception between subsequent presentations of two ambiguous images can potentially affect the results. Therefore, the durations \( \tau_i \) and \( s_i \) should be chosen in such a way to avoid the stabilization effect.

The mean duration of a visual percept is known to vary from one second to several minutes depending on each observer and stimulus conditions (e.g., [44]), whereas the mean response times are rather consistent and vary only by a few hundred milliseconds (see, e.g. [45]). The most common experimental length for each percept of the Necker cube was found to be approximately 1 s [28]. Therefore, to fix the first impression of the person and avoid switches between two possible percepts the image exhibition was limited to \( \tau \sim 0.5-0.7 \) s. This length of the stimuli presentation allows also reducing the stabilization effect [42] described above. Indeed, the probability of a configuration persisting until the subsequent presentation is known to be highly dependent on how long it was seen before the stimulus was removed [42]. Only when a perceptual configuration was seen consistently for the relatively long time before the stimulus disappearance, there is a high probability that it would persist to the next stimulus presentation. For the Necker cube this required time for the consistent observation is known to be about 1 s [42], and, therefore, taking the length of the stimulus exhibition \( r \) below this value, we reduce the “memory” effect. The random sequence of the Necker cubes with the different values of the control parameter, \( I \) (see Fig. 2), also prevents the appearance of the perception stabilization. Lastly, to draw away the observer’s attention and make the perception of the next Necker cube image independent of the previous one, the different abstract pictures were exhibited for about \( s \sim 1.5-2.0 \) s between subsequent demonstrations of different Necker cube images.

For each value \( I_j \) of the control parameter \( I \) the probability \( P(I_j) \) of the left-oriented cube (the left key choice) was calculated as

\[
P(I_j) = \frac{1}{l(I_j) + r(I_j)},
\]

where \( l(I_j) \) and \( r(I_j) \) are the numbers of clicks on the left and right keys, respectively, for the \( j \)-th Necker cube with the value \( I_j \) of the control parameter.

3. Theoretical approach

The probability of a subject to perceive the left-oriented image of the Necker cube \( P(I) \) is, in fact, a psychometric function actively studied in psychophysics [46–48]. In the framework of classical approach, different empirical functions (such as Cumulative, Normal, Logistic, Weibull, Gumbel, etc.) are used to model experimentally obtained psychometric functions, with control parameters (first of all, threshold and slope) fitted with the help of different methods, e.g., maximum likelihood criterion or Bayesian criterion [47,49]. Although such an approach allows the quantitative description of the
dependence of an observer’s performance on some physical parameters of visual stimulus, this kind of description is mainly empirical, tangling different aspects and mechanisms of the brain activity.

Contrary to the traditional approach [46,47,49], in our study we mainly focus on the theoretical and quantitative description as well as the experimental measurement of the concrete relevant factor of the brain activity, namely, the noise intensity characterizing stochastic processes in the brain. Based on the methods of statistical physics, we develop a theory which helps us to derive the analytical (not empirical) expression of the experimental data and measure the brain noise intensity.

In previous studies [25,27,50,51] different possible interpretations of ambiguous images were attributed to the competition between neuronal populations. The alternation between two possible interpretations of an ambiguous image, such as the Necker cube [28] and other images (see, e.g., [27,39]) indicates that the system is close to the cusp catastrophe [52]. It is well known that absolutely all systems in the vicinity of the cusp catastrophe are described by the dimensionless potential energy function with two local minima \( x_1, x_2 \):

\[
U(x) = \frac{a_2 x^4}{4} + \frac{a_3 x^3}{3} + \frac{a_2 x^2}{2} + a_1 x.
\]  
(2)

In the case of the Necker cube this corresponds to the left- and right-oriented perception states. In the context of the considered problem, the neuronal population dimensionless firing rate \( x \) is qualitatively described by the ordinary differential equation

\[
x = -U'(x) + \xi(t),
\]
(3)

where \( \xi(t) \) is supposed to be zero mean \( \delta \)-correlated Gaussian noise \((\langle \xi(t) \rangle = 0, \langle \xi(t) \xi(t') \rangle = D \delta(t-t') \), \(D \) is the noise intensity, \( \delta \cdot \) is the Dirac \( \delta \)-function. Recent studies of the stochastic model Eq. (3) have demonstrated a very good qualitative agreement between numerical and experimental results [14,27], although the problem of the direct quantitative description of the stochastic brain processes has not been solved hitherto.

Generally, the profile of the perception energy function \( U(x) \) may vary for each individual. Moreover, it may even change from time to time for the same person depending on his/her health, mood, tiredness, adaptation ability, etc. Therefore, coefficients \( a_i \) are expected to vary for each person and experiment. Fortunately, by changing variables the profiles Eq. (2) with different coefficients \( a_i \) can be reduced to the universal form [52]

\[
U(x) = \frac{x^4}{4} - \frac{x^2}{2} + bx
\]
(4)
to be used in Eq. (3). Indeed, substituting new variable \( z \) for \( x \) \((x = \delta z + \Delta, \delta = \sqrt{3a_2^2 - 3a_2a_4} / (3a_4) \) and \( \Delta = -a_1/(3a_4) \)) in Eq. (2) and neglecting the constant term (which is insufficient since the derivative of the potential function is used in Eq. (3)), one can obtain the potential energy function in the form

\[
U(z) = \gamma \left( \frac{z^4}{4} - \frac{z^2}{2} + bz \right),
\]
(5)
where

\[
\gamma = \frac{(a_2^2 - 3a_2a_4)^2}{9a_4^2} \quad \text{and} \quad b = \frac{2a_2^2 - 9a_2a_4 + 27a_1a_4}{3\sqrt{3}(a_2^2 - 3a_2a_4)}. \quad \text{(6)}
\]

The multiplier \( \gamma \), in turn, may be eliminated from the consideration with the help of the time axes scaling \( \tau = \gamma t \). One can see, that after these transformations of variables the obtained potential energy function (5) coincides with Eq. (4) up to notations. Since the noise intensity is also changed with substitution of the variables \((D_{\text{new}} = D/\gamma^2)\), we propose to consider and measure the intensity of the effective noise related to the universal form of the perception energy Eq. (4). Therefore, starting from this point, we assume that the bistable visual perception is governed by the stochastic model Eq. (3) with the energy function given by Eq. (4) with \( b = \Delta l/\alpha \), where \( \Delta l \) is the deviation of the Necker cube parameter from the symmetrical case and \( \alpha \) is unknown scaling coefficient determined by individual particularities of the bistable perception energy function.

The stochastic term in Eq. (3) results in the stochastic differential equation

\[
dX = -U'(x) \, dt + dW, \quad \text{(7)}
\]
where \( X(t) \) describes a stochastic process, \( W(t) \) supposed to be a one-dimensional Winner process which may be solved using the Fokker-Plank equation

\[
\frac{\partial \rho_x(x, t)}{\partial t} = \frac{\partial}{\partial x} \left[ U'(x) \rho_x(x, t) \right] + \frac{D}{2} \frac{\partial^2 \rho_x(x, t)}{\partial x^2} \quad \text{(8)}
\]
written for probability density \( \rho(x, t) \) of the stochastic process \( X(t) \). The stationary probability density \( \rho(x) \) being the solution of Eq. (8) does not depend on time \( t \), and, therefore, Fokker-Plank equation Eq. (8) may be reduced to the ordinary differential equation

\[
\frac{d}{dx} \left[ U'(x) \rho(x) \right] + \frac{D}{2} \frac{d^2 \rho(x)}{dx^2} = 0.
\]
(9)

Obtained equation Eq. (9) is equivalent to

\[
\rho''(x) + \frac{2}{D} U'(x) \rho(x) - C = 0,
\]
(10)
where \( C \) is unknown constant. To solve the inhomogeneous ordinary differential equation of the first order Eq. (10) we first consider the homogeneous ordinary differential equation

\[
\rho''(x) + \frac{2}{D} U'(x) \rho(x) = 0,
\]
(11)
which solution is

\[
\rho(x) = Be^{\frac{-2}{D} U(x)},
\]
(12)
where \( B \) is constant. The solution of the inhomogeneous ordinary differential equation Eq. (10) is known to have the form

\[
\rho(x) = B(x)e^{\frac{-2}{D} U(x)},
\]
(13)
Having substituted Eq. (13) for \( \rho(x) \) in Eq. (10) one can obtain the differential equation for the unknown function \( B(x) \) as

\[
B'(x) = C e^{\frac{2}{D} U(x)},
\]
(14)
which solution may be written in the form

\[
B(x) = C \int_0^x e^{\frac{2}{D} U(z)} \, dz + A,
\]
(15)
where \( A \) is some constant. Finally, taking into account Eqs. (12) and (15) we obtain the general form of the stationary probability density \( \rho(x) \) being the solution of Fokker-Plank Eq. (8) as

\[
\rho(x) = e^{\frac{2}{D} U(x)} \left[ A + C \int_0^x e^{\frac{2}{D} U(z)} \, dz \right].
\]
(16)

Having found the constant \( C \) from the extremum condition

\[
\rho'(x_0) = C = 0
\]
(17)
we obtain the final form for the stationary probability density function

\[
\rho(x) = A \exp \left( -\frac{2U(x)}{D} \right).
\]
(18)
where \( A \) is determined by the normalization condition

\[
\int_{-\infty}^{+\infty} \rho(x) \, dx = 1. \tag{19}
\]

As a consequence, the theoretical probability for the person to perceive the left-oriented cube, \( \hat{P}_l \), can be found as

\[
\hat{P}_l = \int_{-\infty}^{0} \rho(x) \, dx, \tag{20}
\]

where \( \hat{P}_l \) depends on three control parameters, namely, \( \Delta l, \alpha \) and \( D \), i.e., \( \hat{P}_l = \hat{P}_l(\Delta l, \alpha, D) \).

By varying the quantity \( \Delta l \), while two other control parameters, \( \alpha \) and \( D \), are fixed, one can obtain the theoretical curve \( \hat{P}_l(\Delta l, \alpha, D) \) corresponding to the experimental data which, in turn, may be also considered as dependent on the deviation of the Necker cube parameter from the symmetrical case, i.e., \( \hat{P}_l = \hat{P}_l(\Delta l) \). The values of two other parameters, \( \alpha \) and \( D \), can be found with the help of the least square technique [53] for the minimum error value

\[
E(\alpha, D) = \sum_{j=1}^{N} \left[ \hat{P}_l(\Delta l_j) - \hat{P}_l(\Delta l_j, \alpha, D) \right]^2. \tag{21}
\]

### 4. Results

The typical surface of error \( E(\alpha, D) \) calculated by using the least square method is shown in Fig. 3(a), whereas the contour plot corresponding to this surface is given in Fig. 3(b). One can clearly see that there is the curve of the minimal error \( E_{min} \), for which the best coincidence of the theoretical and experimental points occurs. This curve found empirically is described by the following approximate relation [see Fig. 3(b)]

\[
\alpha D = D_p = \text{const}. \tag{22}
\]

\[\text{Fig. 3. (a) The surface of error values } E(\alpha, D) \text{ of the least square method calculated for observer #13 and (b) the contour plot corresponding to this surface. The bold (blue) solid line in (b) represents the curve } \alpha D = 0.255 \text{ corresponding to the minimum error } E_{min} = 10^{-2}.\]

\[\text{Fig. 4. (a) The surface of error values } E(\alpha, D) \text{ of the least square method calculated for observer #1 and (b) the contour plot corresponding to this surface. The bold (blue) solid line in (b) represents the curve } \alpha D = D_p = 0.31 \text{ corresponding to the minimum error } E_{min} = 0.026.\]

<table>
<thead>
<tr>
<th>#</th>
<th>( D_p )</th>
<th>( E_{min} )</th>
<th>#</th>
<th>( D_p )</th>
<th>( E_{min} )</th>
<th>#</th>
<th>( D_p )</th>
<th>( E_{min} )</th>
<th>#</th>
<th>( D_p )</th>
<th>( E_{min} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.310</td>
<td>0.026</td>
<td>8</td>
<td>0.205</td>
<td>0.085</td>
<td>15</td>
<td>0.370</td>
<td>0.021</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.175</td>
<td>0.021</td>
<td>9</td>
<td>0.925</td>
<td>0.027</td>
<td>16</td>
<td>0.245</td>
<td>0.024</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.250</td>
<td>0.024</td>
<td>10</td>
<td>0.085</td>
<td>0.003</td>
<td>17</td>
<td>0.250</td>
<td>0.034</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.245</td>
<td>0.056</td>
<td>11</td>
<td>0.300</td>
<td>0.035</td>
<td>18</td>
<td>0.155</td>
<td>0.041</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.445</td>
<td>0.075</td>
<td>12</td>
<td>0.240</td>
<td>0.053</td>
<td>19</td>
<td>0.745</td>
<td>0.080</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.310</td>
<td>0.076</td>
<td>13</td>
<td>0.255</td>
<td>0.010</td>
<td>20</td>
<td>0.455</td>
<td>0.093</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.195</td>
<td>0.049</td>
<td>14</td>
<td>0.175</td>
<td>0.035</td>
<td>Mean</td>
<td>0.317</td>
<td>0.042</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Noticeably, exactly the same regularity has been observed for absolutely all subjects in all experiments (see, e.g., Fig. 4 where the surface of the error values \( E(\alpha, D) \) obtained for other observers is given). In other words, the parameter \( D_p \) is, in fact, the universal invariant providing the minimum \( E_{min} \) of the error value surface \( E(\alpha, D) \). Correspondingly, the quantity \( D_p \) may be treated as the intensity of the effective noise related to the individual bistable perception energy function \( U(x) \). Most importantly, although we have no possibility to find quantitative characteristics of the individual perception energy function \( U(x) \), we can, nevertheless, measure precisely the intensity \( D_p \) of the noise involved into the bistable visual perception. Obviously, this effective noise intensity \( D_p \) can easily be found in the experimental data with the help of the least square technique and should be considered to be in strong connection with individual particularities of the human bistable perception.

The results of the experimental studies are illustrated in Fig. 5 and summarized in Table 1, where the subject number, the obtained value of the effective noise intensity \( D_p \), and the minimum error \( E_{min} \) for Eq. (21) are given. As one can see for all experiments, the experimental data is in a good agreement with the theoretical curves prescribed by Eqs. (18) and (20) for which the effec-
The human perception mechanism, as well as the lack of information about numerical parameters responsible for recognition of visual stimuli.

5. Conclusion

In this paper we have proposed a method for theoretical and experimental studies of stochastic processes in the human brain related to the perception of ambiguous images. Although all of our experiments have been performed in the morning with healthy persons, it would be very interesting to study the influence of different factors (e.g., tiredness, external disturbance, etc.) on the level of brain noise. Moreover, a study of stochastic processes in the brain of persons with cognitive difficulties and the use of the proposed technique for diagnostic and prognostic purposes seems to be an extremely important task. Obviously, the above problems require additional careful investigation.

We believe that the developed theoretical background and proposed experimental methodology will stimulate further research of cognitive brain activity involving theoreticians and experimentalists from different fields of science. The developed theory provides a solid experimentally approved basis for further understanding of brain functionality. This rather simple way to quantitatively characterize brain activity related to perception of ambiguous images will be a powerful tool, which could be used, e.g., in neurotechnology to design a brain-computer interface, and in medicine for diagnostic and prognostic purposes. We expect that our work will be interesting and useful for scientists who carry out interdisciplinary research at the cutting edge of physics, neurophysiology, psychology and medicine.
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